ניסוי 1:

|  |  |  |
| --- | --- | --- |
| **הערות** | **ערך** | **פרמטר** |
|  | 20 | גודל באץ׳ |
|  | 2000 | כמות דאטה |
| Fc - 784->10 | 1 | מס׳ שכבות חבויות |
|  | 0.01 | Learning rate |

**Accuracy - 0.54**

ניסוי 2:

|  |  |  |
| --- | --- | --- |
| **הערות** | **ערך** | **פרמטר** |
|  | 20 | גודל באץ׳ |
|  | 20000 | כמות דאטה |
| Fc - 784->10 | 1 | מס׳ שכבות חבויות |
|  | 0.01 | Learning rate |

**Accuracy - 0.63**

ניסוי 3:

|  |  |  |
| --- | --- | --- |
| **הערות** | **ערך** | **פרמטר** |
|  | 100 | גודל באץ׳ |
|  | 20000 | כמות דאטה |
| Fc - 784->10 | 1 | מס׳ שכבות חבויות |
|  | 0.01 | Learning rate |

**Accuracy - 0.92**ניסוי 4:

|  |  |  |
| --- | --- | --- |
| **הערות** | **ערך** | **פרמטר** |
|  | 100 | גודל באץ׳ |
|  | 20000 | כמות דאטה |
| Fc - 784->100  Fc - 100->30  Fc - 30->10 | 3 | מס׳ שכבות חבויות |
|  | 0.01 | Learning rate |

**Accuracy - 0.098**

ניסוי 5:

|  |  |  |
| --- | --- | --- |
| **הערות** | **ערך** | **פרמטר** |
|  | 50 | גודל באץ׳ |
|  | 20000 | כמות דאטה |
| Fc - 784->100  Fc - 100->30  Fc - 30->10 | 3 | מס׳ שכבות חבויות |
|  | 1e-4 | Learning rate |

**Accuracy - 0.96**